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~ Likelihood Ratio Tests for STBC

Recognition

C is the one that maximizes the log-likelihood function
of the recognized STBC

C = arg max.cglog(AlY|C, X])
where log (A[Y|C,X]) is defined as the log-likelihood

function under Y condition
N

b
log(ALYIC, X1) = ) 1og(A[F,IC, X])
v=1
where N, = (N/I) is the total number of received blocks.
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Code Classification

Identification of the code parameters n,, n, and [
blindly is enough to recognize numerous STBCs.

If we detect the number of transmitter antennas n,, we
can recognize the AL code and OSTBCs.

If we detect the code length, the SM and the AL code
can be distinguished.

We can recognize the code if we detect the number of
symbols n without a priori knowledge of the number
of antennas at the transmitter side for two codes with
the same code length.
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Code Classification

The covariance matrix can be formed as follows:

2n
dnl = ZO\k — o)V + 2l
k=1

where 4z =241, and Vi....V., are the eigenvalues and
the eigenvectors.



Code Classification

If we ignore the terms that do not depend on the CPs,
the equations become as follows:

2n 1 .
L(n,1) = n(4nd —2n+1) = Ny/2 ), log(p,) — Np(n,l— n)log Ziﬁ;”_lpk.
k=1 2(nyl = n)

where [ is the block length and n is the number of
encoded symbols per block of the STBC (. Finally, the
parameters that maximize the function £(n.)) are the
CPs [ and n.



~— Proposed Scenario for Blind
Signal Recovery

We consider a transmitted signal through a linear
MIMO channel in the presence of Inter-User
Interference (IUI).

Inter-User Interference (IUI) causes damage of the
received signals.

The essence of the blind signal separation (BSS)
problem is to recover the source signal from a group of
sensor observations that are mixtures of the sources.
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Results and Discussion

We consider two kinds of coding, SM and AL codes, for
code classification with four types of modulation,

BPSK, QPSK, 8PSK, and 16QAM.

For each modulation type with the two types of codes,
we generate 1000 realizations for each using Monte
Carlo simulation.

Our proposed system does not depend on any
knowledge of the received signal or any knowledge of
the channel.



nfluence of the Number of
Recelved Symbols N
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~ Influence of the Number of
Received Symbols N

® Success rate at N = 750
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nfluence of the Number of
Recelved Symbols N

® Success rate at N = 1000
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"~ Influence of the Number of
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, uence of the Frequency Offset

and Time Offset

* Success rate when time offset = 5, 3, —3

success rate




, uence of the Frequency Offset

and Time Offset

* Success rate when frequency offset = 0.01, —0.01
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, Influence of the Doppler

Frequency

* Success rate, when the Doppler frequency = 100, 50 Hz
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Modulation Classification in the
Presence of Adjacent Channel
Interference Using Convolutional
Neural Networks
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Deep Learning

Represents a successful operation in several
application fields.

Depends on a large amount of data.

Has an advantage that does not need manual feature
extraction.

Reduces the computational complexity in modulation
classification.

In the traditional modulation classification methods,
which can be inaccurate, we require prior knowledge
of the transmitted signal and channel parameters
estimation.

25



Problem Formulation

Adjacent Channel Interference

The undesirable signals from neighboring frequency
channels which inject energy into the channel of.

Power spectrum
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"~ Model Description

Digital Signal Modulation Techniques

We use the Quadrature Amplitude Modulation (QAM)
and Phase-Shift Keying (PSK) digital modulation

techniques.
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Baseband Transmission
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Proposed Approach

The CNN and pre-trained network AlexNet, VGG-16,
and VGG-19 are used as classifier.

The presence of ACI that affect the original
transmitted signal.

We convert the complex signal to constellation
diagram image.

We generate 1000 images for different types of
modulation at various SNRs for training.

Pre-trained networks do not need manually features
extraction.
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Deep Learning.
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CNN based DL models
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AlexNet Model

AlexNet is a large CNN that contains of 650 thousand
neurons and 60 million parameters.

This network is designed to classify 1.2 million images into
1000 groups, and it needs a large capacity for learning.

AlexNet contains of five convolutional layers and three
fully connected layers with a 1000-way softmax layer.

AlexNet joint several features into the network in order to
improve the performance and decrease training time.

Rectified Linear Units (ReLUs) is introduced as a neuron
with non-saturating nonlinearity, with a faster training
procedure.
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AlexNet Model
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VGG-Net Model

N XELL-1J0% XELL-1}05 B
ODOT-TAWOD O0OT-T AUOD
SE0t-TALOD SE0F-T AUOD

r SE0t-LALIOD SE0F-£ AUOD .k

[ood xe|A

jood xea) ETS-EAUOD

ZTS-EAUOD ZTS-EAUOCD
ZTS-EAUOD ETS-EAUOD
ZTS-EAUOD ETS-EAUOD
|ood xem

|ood xen ET5-EAUOD

ZTS-EAUOD ETS-EAUOD
ETS-EAUOD = ETS-EAUOD
ZTS-EAUOD m. ETS-EAUOCD

-

[ood xe|A

jood xen SGE-EALOD

SSE-EAUOT S5£-EAUDD
SSZ-EAUOD S5Z-EAUOD
SSZ-EALIOD S5£-EALIOD
|ood xXE|A) |ood xe|A)

SLT-EAUOD BLT-EAUDD
BLT-EALOD BZT-EALIOD
|ood xXE|A) [ood xe|A

FR-EAUOCT Fo-EAUOCTD
FR-EALOD FR-EAUOD

S8eLU| SEELL |

VGG-15

35



/
~— CNN for Modulation
Classification

We propose a method that used constellation diagram

to converts complex sample points for the exploitation
of AlexNet, VGG-16, and VGG-19.

A two-dimensional representation to the constellation
diagram is used to perform the modulated signal.
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nstella
Different Modulation Types with
Different SNRs.
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Results and Discussion

The accuracy for AlexNet classifier for different
modulation types over AWGN channel.
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Results and Discussion

The accuracy for AlexNet classifier for different
modulation types with transmission over Rayleigh
fading channel.
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Results and Discussion

The accuracy for VGG-19 classifier for different
modulation types with transmission over Rayleigh
fading channel.




Results and Discussion

The accuracy for VGG-16 classifier for different
modulation types with transmission over Rician fading
channel.

42



P Convolutional Neural

Networks for Modulation
Classification in FBMC
Systems



The Disadvantages of OFDM

1) Decreased spectral efficiency owing to the CP
employed;

2) High spectral leakage owing to the rectangular
windowing;

3) Interference amid the unsynchronized signal in the
neighbouring bands.
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The t classifier

~ different modulation types in FBMC over
AWGN channel.

—&— BPSK

09T D —#%—4PSK | |
4 —O— 8PSK
08r —¥— 16QAM |
0.7r
06
%y
o
S5 051
o
<
04r
031
0.29
011
q
og e Ay, SNV 1 1 1 1 1
-10 -5 0 5 10 15 20 25 30

SNR dB



W° VGG-16 classifier for
[

erent modulation types in FBMC over
AWGN channel.

Accuracy

47



W: AlexNet classifier for
[

erent modulation types in FBMC over
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W° VGG-16 classifier for
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The -19 classifier
~ different modulation types in FBMC over
Rayliegh channel.
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: e accuracy for AlexNet classifier for different

modulation types in FBMC with the pilot aided
channel estimation over AWGN channel.
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—

The-accuracy for VGG-16-classifierfor different
modulation types in FBMC with the pilot aided
channel estimation over Rayliegh channel.

Accuracy
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T jracy for Alex I ifferent
modulation types in FBMC with the pilot aided

channel estimation over Rician channel.

Accuracy
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Conclusion

*An efficient method for blind classification of the STBC
code in MIMO systems with the consideration of IUI was
proposed. This method depends on the MUK for the signal
separation and ML for code classification. The CP estimation
algorithm that uses the ML does not require threshold value
estimation or prior knowledge of the received signal or
channel estimation.

*We propose a CNN based DL for modulation classification
in wireless communication systems in the presence of ACI
For training and testing, Alexnet, VGG-Net models are
accepted.

*We propose a CNN based DL for modulation classification
for FBMC systems.
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~— FutureWork—

The future work can be suggested in the following points:

Utilization of the proposed algorithms with non-
orthogonal multiple access (NOMA) and sparse code
multiple access (SCMA).

Utilization of other methods for modulation

classification based on Singular Value Decomposition
(SVD) and Radon transform.

Extension of the proposed ideas on the systems such as
wireless optical communication and under water
communication.

Design of application for specific deep networks for
modulation classification.
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Questions?






